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Abstract—In the field of traffic-information acquisition, one
pervasive solution is to use wireless sensor networks (WSNs) to
realize vehicle classification and counting. By adopting heteroge-
neous sensors in a WSN, we can explore the potential of using
complementary physical information to perform more compli-
cated sensing computation. However, the collaboration among het-
erogeneous sensors, such as the collaborative sensing mechanism
classification accuracy of 93%. Based on these experiments and
analysis, we conclude that EasiSee is a practical and low-cost
affordable solution for traffic-information acquisition.

Index Terms—Collaborative sensing, low cost, real time, wire-
less sensor networks (WSN).

I. I NTRODUCTION

REAL-TIME evaluation of trafÞc parameters plays a key
role in intelligent transportation systems (ITSs). In this

Þeld, increasing research focus has been put on wireless sensor
network (WSN)-based trafÞc-information acquisition systems
[1]. Real-time trafÞc volume is an important parameter among
all the trafÞc parameters. Furthermore, a more detailed trafÞc
parameter, vehicle classiÞcation, provides more useful infor-
mation for ITSs. For example, distinguishing and counting
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However, the magnetic response time is closely related to many
factors, such as the object speed and the mass and the distribu-
tion of ferrous material; the real classiÞcation performances are
not reliable. Bajwaet al. [10] used axle counts and the spacing
between axles as classiÞcation criteria. The axle is detected by
smoothing the energy envelope of measured acceleration and
by locating the peaks. However, the parameters involved in the
algorithm should be designed for speciÞc classiÞcation, and the
axle spacing estimation is susceptible to the speed accuracy
calculated by sensor nodes.

To realize trafÞc-information acquisition, Chinrungrueng
and Kaewkamnerd [7] proposed a WSN-based system. In this
system, using normalized vehicle magnetic length, averaged
vehicle energy, hill patterns, and number of peaks as input
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Fig. 4. Boundary condition diagram for the distance.

C. Distance Between the Magnetic Sensor and the
Camera Sensor

As aforementioned, the distance between the magnetic sen-
sor node and the camera sensor nodedcam2mag is an impor-
tant collaboration-related parameter. The reason is as follows.
Suppose the camera sensor receives the activation message at
time ta and the target speed isv after ta, i.e., before the target
enters the camera coverage at timet, then we have a time-
variant displacementdu(t) = v � (t Š ta). Due to the exitance
of du(t), it is difÞcult to control the timing to set the camera
to work. The ideal solution is to activate the camera when
du(t) = dcam2mag, which is difÞcult to realize. If the camera is
activated whendu(t) is relatively large, the camera will capture
many useless images, wasting resources. On the other hand,
if the camera sensor is activated too late, the best timing to
capture the target might be missed. Furthermore, more factors,
such as the diversity of target speed, need to be considered to
set the distance parameterdcam2mag.

Here, we only consider the boundary condition for the close
situation, as shown in Fig. 4. When the camera sensor node
is activated and captures the Þrst image, the front end of the
vehicle is just leaving the coverage area. The distance in this
boundary condition is denoted byDc. Then

Dc = d�
delay Š dfov/2 + dvehlen/2 (7)

where

d�
delay = t�

delay × vveh (8)

with t�
delay being the time delay between vehicle detection

by the magnetic sensor node and camera sensor activation.
d�
delay is the displacement of the vehicle target in time interval

t�
delay.

However, due to the diversity of physical features among
vehicles, the parameters related toDc varies for many factors,
such as the length and height of the vehicle, vehicle speed,

Fig. 5. Typical vehicle scenes. (a) Minibus. (b) Family car. (c) Family car with
low gray difference with its background. (d) Bicycle with low gray difference
with its background.

etc. Taking reliability into consideration, we set the distance
dcam2mag to be the maximum value ofDc, i.e.,

dcam2mag = max(Dc)

= t�
delay × max(vveh) + max(dvehlen)/2

Š min(dcam2veh) × tan(α/2) (9)

wheret�
delay consists of four parts: the sample time of the mag-

netic sensor, the vehicle detection time, and the communication/
transmission time between the magnetic sensor and the camera
sensor.

IV. ROBUST VEHICLE IMAGE PROCESSINGALGORITHM

WITH LOW COMPUTATIONAL COMPLEXITY

A. Vehicle Segmentation

The vehicle segmentation algorithm should solve the illu-
mination variation and low gray difference problem on the
resource-limited sensor node. Fig. 5 shows a typical captured
image of a vehicle.

As the camera sensor produces monochromatic gray pictures,
it might sample different colors as similar gray values because
of illumination variation. Therefore, it is even more difÞcult to
develop an algorithm to distinguish the vehicle from its back-
ground in the captured image. Both the illumination variation
and low gray difference introduce challenges to the vehicle
segmentation.

The state-of-the-art image segmentation solutions are back-
ground subtraction, histogram equalization, OtsuÕs method, etc.
[17]. However, when they are adopted to solve the illumination
variation and low gray difference problems to realize vehicle
segmentation, the performance is poor, as shown in Fig. 7. We
will explain the reasons in Section V.

To solve the illumination variation and low gray difference
problems, we studied the grayscale image. Our conclusions are
as follows: 1) The gray value is discontinuous near the border
of different objects; and 2) in the image part where the vehicle
is located, the variation of gray values is moderate or even low.

The background image is full of irregular sized objects;
therefore, there are many irregular gray value leaps in the
background image. In the vehicle region of the captured image,
the gray values on the vehicle surface are similar. Based on
previous observations, we adopt the following assumptions. In
the nonvehicle parts of an image, the gray variation is mainly
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Fig. 7. Effect of traditional segmentation process.

According to (3), we calculate the range of camera frequency
f c as 2Ð11.8 Hz. In our experimental settings, we setf c to be
10 Hz. Then, according to (6), the minimum number of shots at
every trigger is set to be 4. Considering the uncertainty in the
on-road experiment, we set the numbern to be 10. According to
(9), we calculate the minimum distance between the magnetic
and camera sensor nodes to be 6.18 m. In our experiment
settings, we set the parameter of minimum distancedcam2mag

to be 7 m. Table I lists the other parameters.

B. Vehicle Detection Accuracy of Magnetic Sensor Node

In this experiment, the detection result of EasiSee was saved
at the base station, and the ground truth could be get from the
video captured with a Handycam camera. During this experi-
ment, we collected three sets of data, and the total experiment
time is 8562 s. There are 285 vehicles in all groups including
51 bicycles, 199 cars, and 35 minibuses. The results of this
experiment are listed in Table II.

In Table II, we can conclude that even a bicycle can be
detected by our vehicle detection algorithm. It proves the
validity of the algorithm in processing low SNR ratio and
weak response signal problems; meanwhile, the capacity of
bicycle detection makes it necessary to identify the bicycle
in order to exclude the bicycle in trafÞc ßow statistics, which
only involves motor vehicles. On the other hand, the average
detection accuracy for motor vehicles is as high as 95.31%.
The high motor vehicle detection accuracy not only veriÞes
the validity of the algorithm but also pave the way for a good
overall performance of our EasiSee system.

C. VeriÞcation of the Image Processing Algorithm

We conducted this experiment to verify the proposed image
processing algorithms in EasiSee. We manually collected sam-

ple images as input data in this experiment. Each time when a
vehicle passed the cameraÕs coverage area, we would manually
activate the camera to work 1 s(f c × n = 1 s), and the image
data would be saved to a laptop computer. Throughout this
experiment, we collected sample data, including 45 bicycles,
37 cars, and 26 minibuses.

1) Vehicle Segmentation Effect Demonstration:To build up
benchmark for this experiment, we run existing segmentation
algorithms, background subtraction, histogram equalization,
and OtsuÕs method, on our collected data, and the results are
displayed in Fig. 7.

In Fig. 7, we can conclude the following. First, with the
method of background subtraction, vehicles whose gray values
are conspicuously different from its background can be out-
lined easily, whereas vehicles whose gray value are close to
its background could not be well outlined. We can conclude
that background subtraction is sensitive to the gray difference
between the vehicle and its background. Second, from the
result of the histogram equalization method, we can see that
it increases the global contrast of the image, and it cannot be
applied to outline the vehicle from its background with a similar
gray value. Third, OtsuÕs method is based on the assumption
that the image contains two classes of pixels or a bimodal
histogram, and the binary image is calculated by the optimum
threshold separating those two classes. It cannot work when the
two classes of pixels or the bimodal histogram are not available.
Finally, due to the illumination variety and low gray difference
between the vehicle and its background in the corresponding
region, we cannot apply existing segmentation algorithms in
EasiSee.

We present the outline result of our proposed segmentation
algorithm in Fig. 8. According to this Þgure, we conclude that
the vehicle proÞle is well outlined. Furthermore, the algorithm
is also proved to be robust to the illumination variation and gray
difference level.
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Fig. 8. Effect comparison of the segmentation algorithm for different
resolutions.

Fig. 9. Bounding box and vehicle outline.

TABLE III
COMPUTATION COST EVALUATION OF DIFFERENTALGORITHMS

2) Accuracy of Vehicle Feature Extraction:To illustrate the
accuracy of the feature extraction, we draw a rectangle to bound
the vehicle object and also draw the vehicle outlines, as shown
in Fig. 9.

In Fig. 9(a), the vehicles are all well bounded by the rect-
angle, indicating good accuracy in extraction of vehicle length
and height. In Fig. 9(b), the proÞle/outline of the vehicle gener-
ally describes vehicle physical information, where the vehicle
perimeter can be calculated.

3) Performance Evaluation of LIPAs:To evaluate the per-
formance of algorithms, we estimate the algorithms on the
hardware platform simulation of PXA271 of the Imote2 node
with a clock frequency of 104 MHz. Table III shows the
computation cost evaluation of different algorithms.

In Table III, to perform vehicle segmentation, the total
computation time for image of 80� 60 pixels is 197.50 ms,
2752.93 ms for 320� 240 pixels, and 10 812.45 ms for 640
� 480 pixels. We can see that the vehicle segmentation under

TABLE IV
CLASSIFICATION RESULTS

the setting of 80� 60 pixels is practical in our resource-limited
real-time system. Furthermore, it is shown in Figs. 8 and 9 that
the image of 80� 60 pixels can still provide an ideal vehicle
segmentation result. Although the mean compression increases
the computation in the preprocess step, its overall computation
performance outperforms the others.

D. System Evaluation

In the system evaluation, we conduct several on-road experi-
ments to verify overall system performance. In this experiment,
we verify accuracy of online vehicle classiÞcation and resource
consumption. We conduct Þve group experiments. The total
experiment time is 12 133 s. There are 431 vehicles in these ex-
periments, including 259 bicycles, 140 cars, and 32 minibuses.
To realize real-time classiÞcation, we use the images from the
earlier section as the training set.

1) ClassiÞcation:According to Section IV, vehicle length
L veh , vehicle heightHveh , and vehicle perimeterPveh can be
calculated by features extraction algorithm. Denote LHR=
L veh /H veh , and PSR= Pveh × Pveh /L veh × Hveh . Based on
the analysis of previous sampled data, we found that LHR and
PSR are more helpful features in the classiÞcation. Therefore,
they are used to classify the vehicles.

In the experiment, we use the threshold method to classify
the bicycles from the motor vehicles. As the difference between
the bicycles and motor vehicles (cars and minibuses) is obvious
in the LHR, we use it to classify the bicycles and the motor
vehicles. Based on the training set, the threshold is set to be
1.5. When one test sampleÕs LHR is less than the threshold, this
sample will be classiÞed as a bicycle. Therefore, the bicycles
can be distinguished from the motor vehicles through this
method.

Next, we use Euler distance (ED) method to classify motor
vehicles online. We use� 1 and � 2 to denote the type of cars
and the type of minibuses, respectively. The center of classes
� 1 and� 2 areX (� 1 ) andX (� 2 ) , respectively. Thei th sample
is X i = ( LHRi , PSRi ). According to the training set,X (� 1 ) =
(1.8, 8.68), and X (� 2 ) = ( 1.62, 2.68). Therefore, we use the
ED classiÞer to carry out online classiÞcation of the motor
vehicle. The classiÞcation results are shown in Table IV.

According to Table IV, we can see that the bicycles can be
accurately distinguished from motor vehicles, which pave the
way for motor vehicle counting.

The minibus classiÞcation accuracy is 84.38%, and the car
classiÞcation accuracy is as high as 95.71%. The relatively
poor classiÞcation accuracy of minibuses is due to the follow-
ing reasons: 1) There are some minibuses that share similar
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